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Abstract—The paper proposes to re-visit a light-weight verification technique called runtime verification in the context of wireless sensor networks. The authors believe that especially an extension of runtime verification which is called runtime reflection and which is not only able to detect faults, but diagnose and even repair them, can be an important step towards robust, self-organizing and self-healing WSNs. They present the basic idea of runtime reflection and possible applications.

I. MOTIVATION

One of the main characteristics of wireless sensor networks (WSNs) is that they often operate in areas and/or in situations where they cannot be supervised by human administrators. It is thus of major importance that a WSN is designed and implemented very carefully in order to avoid system failures – which can then not be repaired, potentially resulting in a complete loss of the system. Traditionally, verification techniques such as theorem proving, model checking, and testing are used to prove or at least increase the trust in the correctness of software. Since these techniques often have very strong requirements like the existence of formal models or do not cover all potential errors, a technique called runtime verification was developed about 15 years ago [1], which complements techniques like model checking and testing and is rather lightweight compared to them. The distinguishing feature of runtime verification is that it operates at runtime, which makes it possible to re-act whenever a software system behaves incorrectly. We believe that this is a very interesting feature to be applied to autonomous and self-organized systems such as WSNs, since it would allow to detect faults at runtime and even realize a self-healing behavior of the overall system.

With this position paper, we point out the potential of runtime verification and more specifically of runtime reflection [2], a technique based on runtime verification which is specifically focused on not only detecting failures but also finding their reason, and outline research directions.

The rest of this paper is structured as follows: in Section II, we first give a brief introduction into the general idea of runtime verification and runtime reflection. In Section III, we then present our ideas how these technologies can be applied to operating WSNs in a way which allows detecting faults and healing failures during runtime.

II. RUNTIME VERIFICATION AND REFLECTION

In [3], runtime verification is defined to be the discipline of computer science that deals with the study, development, and application of those verification techniques that allow checking whether a run of a system under scrutiny satisfies or violates a given correctness property.

A run in the above sense is a possibly infinite sequence of the system’s states. An execution of a system is defined to be a finite prefix of a run. During runtime, it is only possible to observe executions of the system. In contrast to traditional verification techniques which deal with a run or rather all possible runs of a system, runtime verification only deals with executions which is why it can be performed during runtime and also explains why we call it a lightweight verification technique.

The most important tool in runtime verification is the monitor whose job is to decide whether an execution meets a correctness property. A monitor can be both an online monitor and then checks, in an incremental way, the current execution of a system, and it can also work offline and then checks recorded executions of a system. Typically, monitors installed on a system should be automatically generated from some higher-level description of the system specification, for instance in Linear Temporal Logic or variants of it.

Having said the above, it is clear that runtime verification itself only deals with the detection of violations of correctness properties. In order to also react to these violations, for instance in the sense of “repairing” them, further techniques are necessary. One such technique, which is based on runtime verification, is called runtime reflection (also see [2]). Basically, runtime reflection is an architecture pattern for the...
development of reliable systems (see Figure 1). In addition to the monitoring (and logging) layer already described conceptually above, it provides further components for diagnosis and mitigation. The diagnosis layer collects the information from the distributed monitors and derives explanations for the current system state. The mitigation layer uses the diagnoses for reconfiguration of the system in order to try to bring it back into a correct state (which obviously may not always be possible).

III. APPLICATION TO WSNs

We believe that, following the descriptions in Section II, runtime verification and reflection can be very useful tools for supporting the self-organized and widely un-supervised operation of WSNs, up to allowing for self-healing processes of faulty system behavior. We envision the usage of runtime verification techniques during all software development phases, from requirement analysis to design (possibly in some high-level logic language) and then further to simulation, testing, implementation, and maintenance. Runtime monitors can be automatically generated from higher-level descriptions and then deployed on sensor nodes. Diagnosis and mitigation layers will be designed and implemented in order to steadily keep track of the system state, the reasons for faults and the possibility to repair them.

We further believe that due to the nature of WSNs, realizing this vision will be a very interesting challenge. Just to name a few, we see the following interesting questions:

- Can monitors be created in a resource-efficient way, to be installed on resource-constrained sensor nodes?
- How to handle situations in which a sensor node crashes and with it its monitor? We believe that an intelligent placement of monitors and a vice-versa surveillance could be an interesting solution. This triggers a set of new questions such as where to place the monitors, how to associate them to each other, how to make as little as possible use of bandwidth etc.
- How to and where to implement the diagnosis and mitigation layers. Do we need central components for these or could they also be implemented on the sensor nodes.
- How well are logic-based languages suited for WSN system and application specification if done by domain experts and not computer scientists? How could they be supported?
- How to mitigate a failure in the WSN?

IV. RELATED WORK

While runtime verification itself has been around for roughly 15 years as of today, its application to wireless sensor networks has been looked at about only six years ago. Well-known approaches have been presented in [4], [5] and [6]. Herbert et al. [4] develop a method and a prototype for invariant checking during runtime. The approach mainly concentrates on checking application behavior and not so much the correctness of the software itself. Also, it has no focus on the repair of faults itself. Sokolsky et al. [5] provide a much more formal approach based on temporal logics, i.e., they develop a formal runtime verification concept. Still, they just analyze simulator runs and do not work on real-world deployments which, as they say themselves, might behave much different. Wu et al. [6] also employ runtime verification, but use a Petri-Net-based mechanism for specification and also do not further work on solving problems automatically.

While the above are all promising approaches, we believe that they stopped short of practically applicable solutions for WSNs, mainly due to the following issues:

- We need more work on real-world deployments which are much more complex than simulations.
- The next and important step is not only detecting faults, but diagnosing their reason and, if possible, healing them automatically.
- It seems that most approaches have not been developed any further, which is a pity, since these approach of runtime verification looks very promising.

We believe that putting substantial efforts into developing these methods further could be an important milestone on the road to self-organizing and self-healing sensor networks. We also believe that a transfer of these ideas into industry is of major importance to support these developments.
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